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Abstract 

Целью исследования является поиск путей повышения эффективности работы группировки (сети) нано-

спутников в условиях пополнения и выбывания космических аппаратов в процессе эксплуатации на орбите 

на основе самоорганизующейся mesh-сети, в которых маршрутизация осуществляется динамически на ос-

нове связанности элементов сети. 

Методы исследования основаны на методах системного анализа, принятия решений и принципах децен-

трализованного управления, предназначенных для сети наноспутников самостоятельно менять свою кон-

фигурацию под изменяющиеся условия работы и требования решаемой задачи. Используя свойства мето-

дов самоорганизации и адаптивного управления (распределенность и восприимчивость к изменениям), груп-

пировка наноспутников поддерживает конфигурацию аппаратов, способных обмениваться между собой 

данными и служебной информацией. Разработан двухуровневый метод реконфигурации сети, позволяющий 

упреждающе изменять состав наноспутников на основе ретроспективных данных оценки качества и 

уровня передаваемых сигналов. Разработаны алгоритмы формирования списка маршрутов и анализа марш-

рутов, отличающиеся возможностью автономного выполнения на каждом наноспутнике в составе группи-

ровки. 

Результаты. Созданный метод реконфигурации позволяет асинхронно выполнять процессы пополения и 

исключения аппаратов из сети на основе полученной или выявленой информации об их состоянии и связях 

между аппаратами. Показано, что децентрализованный подход отличается линейной временой сложно-

стью для наиболее критичных алгоритмов актуализации и построения маршрутов сети. 

Заключение. Созданные метод реконфигурации и алгоритмы для управления группировкой наноспутников 

являются основой для создания сетевого программного обеспечения, позволяющего автономно каждому 

аппарату принимать решения о модификации своего статуса и списка маршрутов. 
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Резюме 

The purpose of the research is to find ways to increase the efficiency of the nanosatellite constellation (network) in 

the conditions of replenishment and retirement of spacecraft during operation in orbit based on a self-organizing mesh 

network, in which routing is carried out dynamically based on the connectivity of network elements. 

Methods are based on decision-making techniques, systems analysis, and decentralized control principles, enabling 

a nanosatellite network to independently reconfigure itself to meet changing operating conditions and task require-

ments. Using the properties of self-organization and adaptive control methods (distribution and responsiveness to 

change), the nanosatellite constellation maintains a configuration of satellites capable of exchanging data and service 

information. A two-level network reconfiguration method has been developed, enabling proactive changes to the com-

position of nanosatellites based on historical assessments of the quality and strength of transmitted signals. Algorithms 

for route list generation and route analysis have been developed, which can be executed autonomously on each 

nanosatellite in the constellation. 

Results. The developed reconfiguration method enables asynchronous addition and deletion of satellites from the 

network based on received or discovered information about their status and connections between satellites. It is shown 

that the decentralized approach has linear time complexity for the most critical algorithms for updating and constructing 

network routes. 

Conclusion. The developed reconfiguration method and algorithms for managing a nanosatellite constellation form 

the basis for developing network software that allows each satellite to autonomously make decisions about modifying 

its status and route list. 
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Введение 

Одним перспективных путей разви-

тия современной космонавтики в XXI в. 

стало создание группировок взаимодей-

ствующих наноспутников, совместно 

решающих прикладные и исследова-

тельские задачи [1]. Наиболее известные 

задачи – дистанционное зондирование 

космического пространства [2], радио-

обмен между наземными центрами и 

космическими аппаратами, измерение 

физических и энергетических характе-

ристик ближнего космоса и др. Качество 

и эффективность решения таких задач 

зачастую определяется количеством экс-

периментов, единовременно проводи-

мых на орбите [3]. Соответственно 

наиболее естественный путь – формиро-

вание и поддержка группировки (сети) 

космических аппаратов, имеющих необ-

ходимую полезную нагрузку для коллек-

тивного решения прикладных или иссле-

довательских задач [4]. 

Область малой космонавтики вклю-

чает наиболее массовый сегмент – ма-

лые космические аппараты (МКА) фор-

мата CubeSat 3U (наноспутники), кото-

рые проектируются и изготавливаются 

силами ведущих университетов и 

научно-технических центров [5]. Сего-

дня современный МКА CubeSat 3U – это 

автономная измерительно-исследова-

тельская лаборатория, функционирую-

щая на основе полетного задания и пода-

ваемых с наземного центра управления 

команд на выполнение работ с помощью 

различных модулей полезной нагрузки и 

технологии искусственного интеллекта 

[6]. Тем не менее риски отказа или по-

ломки отдельных МКА в процессе экс-

плуатации по-прежнему остаются зна-

чимыми, поэтому сетевая структура рас-

сматривается как инструмент их нейтра-

лизации и одновременно повышения го-

товности использования группировки 

наноспутников [7]. Под готовностью по-

нимается количество работоспособных 

спутников к общему их числу в составе 

группировке (сети). 

Современные системы управления, 

особенно для однородных многоэле-

ментных систем [8], остро нуждаются не 

только в централизованных механизмах 

и алгоритмических принципах под-

держки приема-передачи, но и в сред-

ствах адаптивного прогнозирования си-

стемы и, соответственно, проведения 

адаптивной реконфигурации. Примене-

ние известных методов оптимизации и 

принятия решений для таких систем 

сталкивается с высокой неопределенно-

стью и частотой изменения состояния 

элементов в пространстве и времени [9]. 

В результате формируемые правила 

имеют представительный набор ограни-

чений и условий применения, время про-

верки которых зачастую превышает пе-

риод их изменений, особенно для сети 

наноспутников, имеющих различные 

положения на орбите. 

Таким образом, актуальной явля-

ется задача децентрализованного управ-

ления с использованием технологии ис-

кусственного интеллекта [10] для авто-

номного и адаптивного изменения 
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структуры сети под меняющиеся состоя-

ния отдельных аппаратов. Вместе с тем 

вопросы реконфигурации сети ограни-

ченно рассмотрены при совмещении 

процессов пополнения и исключения ап-

паратов из сети. 

В настоящее время в рамках теории 

принятия решений [11] можно использо-

вать методы управления группировкой 

подвижных объектов (МКА): 

1. Метод группового управления на 

основе коллективной оптимизации.  

2. Метод поведенческого управления. 

3. Метод группового управления на 

основе нечеткой логики.  

4. Метод самоорганизующегося уп-

равления. 

5. Метод стайного управления.  

В таблице 1 показаны характери-

стики данных методов и их статус в каж-

дом методе. 

Таблица 1. Характеристики методов управления группировкой МКА 

Table 1. Characteristics of methods for controlling a group of small spacecraft 

Характеристики 

Методы управления 

Метод 

группового 

управления 

на основе 

коллектив-

ной опти-

мизации 

Метод 

поведен-

ческого 

управле-

ния 

Метод 

группо-

вого 

управле-

ния на ос-

нове не-

четкой ло-

гики 

Метод 

самоор-

ганизую-

щегося 

управле-

ния 

Метод 

стайного 

управле-

ния 

1. Наличие выделенного центра 

управления 
– – + – – 

2. Устойчивость к потере од-

ного или нескольких членов 

группировки 

+ + – + + 

3. Равнозначность и взаимоза-

меняемость объектов 
+ + – + – 

4. Масштабируемость группи-

ровки за счет новых членов 
+ + + + + 

5. Иерархическая структура 

управления 
– – + – + 

6. Поддержка режима передачи 

данных master-slave 
+ – + – – 

7. Наличие связи с соседними 

членами группировки 
+ – + + – 

8. Прогнозный характер плани-

рования 
+ + – + + 
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Сравнение данных методов показы-

вает, что работоспособность сети взаи-

модействующих МКА основывается на 

комбинации детерминированных и 

адаптивных шагов для оценки и про-

гнозе состояния отдельных аппаратов 

[12]. Формируемая по отдельности каж-

дым аппаратом сети данная информация 

является основой для реконфигурации 

сети, проводимой на основе принципов 

коллективной работы и самоорганиза-

ции [13].  

С системной точки зрения каждый 

аппарат проявляет свойства интеллекту-

ального агента, получающего опосред-

ствованную информации о сети и выда-

ющего в сеть собственное состояние, что 

позволяет на основе волновых итераци-

онных процессов получить устойчивое 

состояние сети и удерживать его при вы-

полнении пороговых условий [14]. 

Целевая миссия поддержания сети в 

работоспособном состоянии – поддер-

жание необходимого размера сети нано-

спутников, зависящего от: 

– nfact – имеющиеся в сети наноспут-

ники; 

– map[nfact, nfact] – карта сети; 

– nnew – новые наноспутники (вне 

сети); 

– h – пороговое значение. 

Тогда работа сети наноспутников 

определяется функцией готовности сети 

в виде 

( , , [ , ], ) maxfact new fact newE n n map n n h → .  (1) 

Материалы и методы  

Рассматриваемая группировка взаи-

модействующих МКА представляет со-

бой единую систему (сеть) объектов (ин-

теллектуальных агентов), которые сов-

местно используют расчетно-логические 

и прогнозно-адаптивные подходы для 

своей оценки и децентрализованной ре-

конфигурации сети [15]. Новое качество 

коллективной работы наноспутников 

проявляется за счет смешанного иерар-

хического принципа управления: 

– на верхнем уровне принцип само-

организации проявляется в процедурах 

автоматического пополнения и исклю-

чения МКА из сети на основе автоном-

ных процессов обмена служебной и кон-

текстной информацией между объек-

тами сети; 

– на нижнем уровне интеллектуаль-

ные агенты способны вести анализ со-

стояния и генерацию прогноза, что поз-

воляет заранее менять конфигурацию 

сети на основе обработки ретроспектив-

ных данных (временных рядов) качества 

связи и уровня сигнала. 

Комплексирование расчетных и 

адаптивных подходов позволяет, с од-

ной стороны, вести циклический опрос 

качества и уровня связи между аппара-

тами и служит для выявленной негатив-

ной тенденции, с другой – вновь появив-

шиеся наноспутники на основе широко-

вещательной рассылки и приема сооб-

щений о своем положении и статусе 

инициируют процессы пополнения сети 

с переиндексацией аппаратов и связей 

между ними в сети. Тогда сеть наноспут-

ников описывается как динамическая 

система, децентрализованно меняющая 

свой состав и связи между аппаратами в 

регламентные моменты времени. 

Информационной основой для вы-

полнения обменных процессов между 

аппаратами сети служат такие ресурсы, 

как: 

– mesh-сеть; 

– распределенная карта сети.  
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Mesh-сеть – это самоорганизующая 

сеть объектов, наделенных способно-

стью периодически обмениваться ин-

формацией и менять свою конфигура-

цию на основе выполнения широкове-

щательных рассылок и обработки мно-

жества принятых сообщений, что ис-

ключает необходимость назначения еди-

ного управляющего центра [16]. Для 

управления работой группировкой по-

движных объектов с возможностями са-

мостоятельного принятия решений на 

борту широкое распространение полу-

чили циклические опросно-управляю-

щие сеансы связи. Они предполагают 

ячеистую (однородную) структуру сети 

и используют принципы децентрализа-

ции и автономной работы. В mesh-сетях, 

имеющих ячеистое строение, элементы 

сети объединяются многочисленными и 

зачастую избыточными связями. Однако 

такая избыточность необходима участ-

никам сети для прокладки множества 

маршрутов и реконфигурации сети [17].  

Архитектура mesh-сетей основана 

на децентрализованном управлении, в 

ней каждый элемент сети (интеллекту-

альный агент) выполняет функции ре-

трансляции и маршрутизации, что поз-

воляет двояко использовать их для ра-

боты с переменным составом сети [18]. 

С одной стороны, элемент сети входит в 

цепочку маршрута, обеспечивая пере-

дачу контекстной информации при ре-

шении прикладной задачи группиров-

кой, с другой – элемент сети – активный 

организатор процессов реконфигурации 

сети, основанной на сборе данных о со-

стоянии и переиндексации элементов 

сети (пополнение или удаление). Сете-

вая организация сети основана на фор-

мировании общих зон и задании «мосто-

вых» элементов, через которые идет 

маршрутизация (рис. 1).  
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Рис. 1. Иерархическая конфигурации mesh-сети 

Fig. 1. Hierarchical mesh network configuration 

В mesh-сетях маршрутизация осу-

ществляется динамически на основе 

данных о связанности элементов сети. 

Объекты (элементы) сети могут подклю-

чаться и выходить из состава сети с от-

носительно высокой частотой. При этом 

пополнение сети МКА не является ис-

ключительным процессом, добавление 
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элемента реализуется как процесс актуа-

лизации элементов сети на основе рас-

пределенной структуры данных и вы-

полнения широковещательной рассылки 

сообщений объектом-инициатором [18]. 

Особенностью mesh-сетей является 

то, что новый элемент при подключении 

к сети может быть [19]: 

– элементом-коммутатором; 

– корневым узлом; 

– конечным (терминальным) эле-

ментом.  

Карта сети подвижных МКА – базо-

вый информационно-управляющий ре-

сурс сети, который описывает текущее 

состояние связей между аппаратами 

сети и является основой для ее реконфи-

гурации силами самих аппаратов. Осно-

ванием для инициализации процесса ис-

ключения аппарата из сети и последую-

щей реконфигурации служит анализ ка-

чества и активности связи между 

аппаратами [20]. Если ретроспектива 

временных данных, хранящихся в базе 

самого аппарата, имеет негативную тен-

денцию и монотонно приближается к 

нижнему порогу уровня связи, то такой 

аппарат будет исключен силами осталь-

ных участников сети в регламентные мо-

менты времени опроса сети. 

Структура сети МКА задается квад-

ратной матрицей [21]. Каждая строка 

матрицы смежности по отдельности 

описывает текущие связи i-го МКА с 

остальными аппаратами (i = 1…M). Со-

ответственно графовое представление 

группировки и обработка матрицы 

смежности позволяют оценивать связ-

ность сети и управлять ее структурой. 

Карта сети представляет из себя 

квадратную матрицу ( )ijA a=  размерно-

сти M M , элементы которой aij  опре-

деляются как  

0,  если между имеется связь;

,  если между и не установлено связи;

0,  если ,

ija

ij

С i и j МКА

a NILL i j МКА

i j




= 
 =


                   (2) 

где Сaij – количественная оценка связи 

между ij-й парой аппаратов. 

Метод реконфигурации сети МКА 

является иерархическим, он имеет 2 

уровня управления: 

1) на верхнем уровне реконфигура-

ция основана на принципах самооргани-

зации, т. е. коллективного выполнения 

элементами сети набора базовых проце-

дур автоматического объединения, акту-

ализации (опрос и исключение МКА), 

пополнения сети, что позволяет поддер-

живать необходимое количество работо-

способных МКА в сети; 

2) на нижнем уровне сеть МКА по-

нимается как адаптивная система, имею-

щая доступную для всех участников 

предысторию их состояний, что позво-

ляет осуществлять прогноз будущего со-

стояния сети на основе анализа времен-

ных данных состояния связи между па-

рами МКА в сети и прогнозировать бу-

дущие состояния каждого из МКА, вхо-

дящих в сеть. 

В качестве базовых операций сети 

МКА на верхнем уровне выполняются 

следующие операции: 

– инициализация (образование) сети 

МКА; 
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– актуализация (опрос) МКА; 

– пополнение сети МКА; 

– построение списка маршрутов 

между аппаратами сети. 

Под операцией инициализации по-

нимается процесс информационно-фи-

зического объединения отдельных аппа-

ратов в единую связанную систему.  

Под операцией актуализации сети 

понимается процесс циклического ад-

ресного опроса элементов аппаратов на 

предмет подтверждения уровня и/или 

качества связи. Циклические перебор и 

проверка связи между парами аппаратов 

позволяют выявить фактические отказы 

и запустить алгоритм переиндексации 

работоспособных аппаратов с целью ис-

ключения вышедших из строя аппара-

тов.  

Под операцией пополнения понима-

ется процесс расширения состава груп-

пировки и изменения связей межу аппа-

ратами. Вновь прибывший аппарат осу-

ществляет широковещательную рас-

сылку и устанавливает связь с ответив-

шими ему аппаратами сети. Как след-

ствие, выполняется расширение карты 

сети и обновление связей между аппара-

тами. При этом все аппараты сети пере-

ходят в режим приема сообщений и кор-

рекции своей карты сети по факту уста-

новления связи. 

Операция построения списка марш-

рутов между аппаратами сети заключа-

ется в следующем. Организуется сетевая 

эстафета трансляции системного кода 

между узлами связи сети в прямом и об-

ратном направлениях. В процессе эста-

феты проверяется качество и уровень 

сигнала между источников и приемни-

ком системного кода. Полученные при 

прямом и обратном ходе по маршруту 

временные задержки сравниваются со 

значениями в карте сети и модифици-

руют значения в экземплярах карты 

сети. В завершение всех построений те-

кущий корневой узел выполняет однора-

зовую широковещательную рассылку 

списка построенных маршрутов.  

Метод реконфигурации сети МКА 

включает следующие этапы: 

1) проверка внешнего условия ре-

конфигурации сети (асинхронный про-

цесс) – обнаружение системного кода от 

нового аппарата, автоматическая индек-

сация количества строк и столбцов 

карты сети; 

2) проверка внутреннего условия 

реконфигурации сети (синхронный про-

цесс) – циклическая широковещатель-

ная рассылка служебного сообщения и 

его прием остальными аппараты сети, 

проверка связности пар МКА и обновле-

ние временных задержек в экземплярах 

карты сети; 

3) обработка карт сети и удаление 

аппаратов, не принявших участия в об-

мене, карта сети уменьшается на число 

выбывших аппаратов; 

4) переиндексация аппаратов сети и 

логическое исключение выбывших ап-

паратов. 

Для повышения живучести сети ме-

тод реконфигурации опционально до-

полняется следующими шагами про-

гнозной реконфигурации: 

1) прием аппаратами допустимого 

нижнего порога уровня связи h; 

2) накопление временных рядов из-

менения уровня и качества связи между 

парами аппаратов и анализ ретроспек-

тивных данных; 

3) составление прогнозных правил 

оценки радиовидимости аппаратов и со-

ставление списка «подозрительных» на 

отказ аппаратов; 
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4) оценка внешних условий работы 

сети и утверждение списка аппаратов, 

рекомендуемых к исключению; 

5) выполнение пп. 3–4 и переход к 

п. 10; 

6) фиксация новой конфигурации 

сети аппаратов, обновление экземпляров 

карты сети и списка маршрутов МКА. 

Новизна метода реконфигурации 

определяется децентрализованными про-

цессами модификации сети на основе ло-

кальных данных у каждого аппарата и вы-

полнении обменных синхронизирующих 

процессов, что позволяет исключить еди-

ный центр управления. При пополнении 

сети МКА-новичок осуществляет широ-

ковещательную рассылку не только слу-

жебного пакета, но и данных о себе 

(идентификатор, координаты и др.), а ап-

параты сети, которые получили эти дан-

ные, самостоятельно выполняют моди-

фикацию экземпляров карты сети. После 

модификации аппараты сети по очереди 

отсылают МКА-новичку свои пакеты, 

что позволяет вновь вошедшему в сеть 

аппарату построить свою карту сети. 

Интеграция двух подходов рекон-

фигурации также позволяет повысить 

живучесть сети МКА за счет опроса со-

стояния сети, обновления конфигурации 

сети и прогнозирования новой конфигу-

рации сети МКА в условиях неопреде-

ленности внешней среды и будущих со-

стояний аппаратов. 

Пусть в начальный момент времени 

на орбиту выведено M = 5 МКА (рис. 2). 

 
Рис. 2. Начальная рассылка и установление связей аппаратов 

Fig. 2. Begin broadcast and establishment of device connections 

Для инициализации сети МКА вы-

полняется циклическая широковещатель-

ная рассылка сообщений (от МКА-1, 

МКА-2, МКА-3 и т. д.) и их прием 

(рис. 2). По факту обменных процессов по-

строчно заполняется карта сети на основе 

рассчитанных задержек. Прием и передача 

выполняются заданное количество раз, по 

итогу – в карту сети записываются средние 

или фиксируется отсутствие связи между 

парами аппаратов. Например, на рисунке 3 

для широковещательной рассылки из 

МКА-4 не подтверждена связь МКА-4 – 

МКА-5, что отражается в карте сети 

МКА-4 значениями для Ca45 = NILL и 

Ca54 = NILL (табл. 2). 
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Рис. 3. Широковещательная рассылка и установление связей МКА-4 

Fig. 3. Broadcast and establishment of communications between small satellites-4 

Таблица 2. Карта сети МКА 

Table 2. Small spacecraft network map 

 
Передатчик 

МКА-1 МКА-2 МКА-3 МКА-4 МКА-5 

П
р
и

ем
н

и
к
 МКА-1 0 СА21 = 0,011 СА31 = 0,015 СА41 = 0,013 СА51 = 0,021 

МКА-2 СА12 = 0,01 0 СА32 = 0,025 СА42 = 0,011 СА52 = 0,021 

МКА-3 СА13 = 0,015 СА23 = 0,025 0 СА43 = 0,015 NIL 

МКА-4 СА14 = 0,014 СА24 = 0,010 СА34 = 0,015 0 NIL 

МКА-5 СА15 = 0,02 СА25 = 0,022 NIL NIL 0 

 

После инициализации, создания 

распределенной карты сети и списка 

маршрутов сеть МКА выполняет целе-

вую работу, используя маршруты для 

передачи служебной и контекстной ин-

формации между МКА и наземным цен-

тром (оконечный пункт приема). 

Общий алгоритм маршрутизации в 

сети МКА имеет достаточно сложную и 

разветвленную структуру. Он учитывает 

множество структурных и количествен-

ных параметров сети. На их основе фор-

мируется множество альтернативных 

участков маршрутов и зависимых вер-

шин в них. В большинстве случае для те-

кущей конфигурации сети возможно 

построение набора различных маршру-

тов, что позволяет поддерживать неко-

торую избыточную связность аппаратов 

в сети. 

Собственно говоря, маршрутизация 

состоит из 3-х рабочих алгоритмов: 

1) алгоритм подготовки маршрутов 

на стартовом узле – StartRoute; 

2) алгоритм формирования и ана-

лиза маршрутов на трансляционных 

(промежуточных) узлах – WorkRoute; 

3) алгоритм сохранения построен-

ных маршрутов – EndRoute. 

Работа алгоритма StartRoute начина-

ется с ввода (передачи) идентификатора 

начального и конечного узлов – 
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IDSourse, IDGoal. Далее выполняется 

подготовка структур данных для форми-

рования списка ID узлов в составе марш-

рутов количеством K. Для этого в дина-

мической памяти выделяется место для 

структур данных – списков Temp1 … 

TempK. Размер списка Temp задается 

максимальное числом переходов – TTL. 

Каждый элемент списка Temp содержит 

2 значения: 

1) ID узла в составе маршрута; 

2) накапливаемое значение метрики 

для текущего пути. 

StartRoute на стартовом узле стар-

тует с выполнения подпрограмм (Count) 

подсчета количества узлов, смежных с 

узлом IDSourse, проведения широкове-

щательной рассылки от узла IDSourse. 

Из No возможных направлений получат 

сообщения K узлов, идентификаторы ко-

торых будут записаны в массив ID[K] – 

массив текущих узлов, смежных узлу-

источнику. Для дальнейшей работы ин-

дексы узлов по столбцу с ненулевой мет-

рикой из Arr[i,No] перезаписывается в 

список пройденных элементов сети 

NSL[No]. 

В теле цикла осуществляется пере-

бор элементов NSL[No]. Для непустых 

NSL [114] осуществляется запись теку-

щего ID в список маршрутов Temp.  

Алгоритм StartRoute завершается 

циклом проверки последних элементов 

списка временных маршрутов Temp на 

предмет достижения конечного узла 

(IDGoal) и предельной длины марш-

рута TTLmax. При выполнении этого 

условия формируется список конечных 

маршрутов количеством t. В завершение 

выполняется переиндексация массива 

ID[k] и количества сформированных 

маршрутов K с учетом исключения не-

оптимальных по метрике маршрутов для 

алгоритма WorkRoute. 

Работа алгоритма формирования и 

анализа маршрутов на трансляционных 

(промежуточных) узлах – WorkRoute – 

во многом схожа с работой алгоритма 

StartRoute. 

Алгоритм WorkRoute (рис. 4) имеет 

несколько стартовых точек продолже-

ния маршрута. Они хранятся во входном 

массиве ID [1 … K]. Каждый элемент 

ID[w] является точкой продолжения 

маршрута, и в его отношении выполня-

ется общий набор шагов и циклов по 

формированию и анализу маршрута.  

Для текущего узла с ID[w] выполня-

ется процедура Count подсчета количе-

ства элементов, смежных с элементом 

ID[w], проводится широковещательная 

рассылка от текущего узла ID[w]. Из No 

возможных направлений получат сооб-

щения только K узлов (K < No). Для 

дальнейшей работы индексы узлов по 

столбцу с ненулевой метрикой из 

Arr[i,No] перезаписывается в NSL[No]. 

В теле цикла осуществляется пере-

бор элементов NSL[No]. Для непустых 

NSL осуществляется запись текущего ID 

в список маршрутов Temp. В отличие от 

алгоритма StartRoute значение метрики 

после добавления нового элемента в ко-

нец маршрут накапливается. Это необ-

ходимо для последующего анализа и вы-

бора маршрутов в узле ID[w] с наимень-

шей метрикой (один лучший, два луч-

ших и т. д.).  
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Рис. 4. Блок-схема алгоритма подготовки маршрутов 

Fig. 4. Route preparation algorithm flowchart 
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Для текущего узла с ID[w] выполня-

ется процедура Count подсчета количе-

ства элементов, смежных с элементом 

ID[w], проводится широковещательная 

рассылка от текущего узла ID[w]. Из No 

возможных направлений получат сооб-

щения только K узлов (K < No). Для 

дальнейшей работы индексы узлов по 

столбцу с ненулевой метрикой из 

Arr[i,No] перезаписывается в NSL[No]. 

В теле цикла осуществляется пере-

бор элементов NSL[No]. Для непустых 

NSL осуществляется запись текущего ID 

в список маршрутов Temp. В отличие от 

алгоритма StartRoute значение метрики 

после добавления нового элемента в ко-

нец маршрут накапливается. Это необ-

ходимо для последующего анализа и вы-

бора маршрутов в узле ID[w] с наимень-

шей метрикой (один лучший, два луч-

ших и т. д.).  

После проверки длины маршрута на 

предельное значение создается массив 

последних элементов для построенных 

маршрутов MasCS(), и на его основе вы-

полняется процедура поиска и выбора 

маршрута с наименьшей метрикой – 

MasCS() при совпадающих последних 

элементах. Текущий узел ID[w] само-

стоятельно принимает решение, остав-

ляя из множества конкурирующих 

маршрутов только один. Сокращенное 

число маршрутов перезаписывается в 

списки Temp 1 … Temp K. 

Алгоритм WorkRoute (рис. 5) также 

завершается циклом проверки элемен-

тов списка временных маршрутов Temp 

на предмет достижения конечного узла 

(IDGoal) и предельной длины марш-

рута.  

Работа алгоритма EndRoute запуска-

ется при условии достижения конечного 

узла IDGoal или при достижении пре-

дельного числа переходов TTL, далее ко-

торого маршрут не строится. Задача ал-

горитма EndRoute – переслать построен-

ный маршрут из списка вершин SL(t), 

формирующих маршрут. 

Результаты и их обсуждение 

Созданные метод и алгоритмы 

маршрутизации позволяют автономно 

реконфигурировать сеть при возникно-

вении отказов одного из аппаратов. 

Пусть для сети с наноспутниками 

количеством M = 6 сформирована сеть 

(рис. 6). Пусть в режиме циклического 

опроса МКА-4 является опрашивающим 

аппаратом. Для него в соответствии с 

процедурой образования сети получен 

список маршрутов. Каждый маршрут 

без повторов соединяет пары аппаратов, 

обеспечивая связность сети и возмож-

ность альтернативных путей. 
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Рис. 5. Блок-схема алгоритма построения и анализа маршрутов  

Fig. 5. Route construction and analysis algorithm flowchart 
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Рис. 6. Расширенная и сокращенная сети наноспутников 

Fig. 6. Extended and reduced nanosatellite networks 

Множество маршрутов для пары (МКА-4, МАКА-5) содержит: 

МКА-4 -> МКА-2 -> МКА-5; 

МКА-4 -> МКА-3 -> МКА-2 -> МКА-5; 

МКА-4 -> МКА-3 -> МКА-1 -> МКА-5; 

МКА-4 -> МКА-1 -> МКА-5; 

МКА-4 -> МКА-1 -> МКА-2 -> МКА-5; 

МКА-4 -> МКА-3 -> МКА-1 -> МКА-2 -> МКА-5; 

МКА-4 -> МКА-2 -> МКА-1 -> МКА-5; 

МКА-4 -> МКА-3 -> МКА-2 -> МКА-1 -> МКА-5; 

МКА-4 -> МКА-2 -> МКА-3 -> МКА-1 -> МКА-5; 

МКА-4 -> МКА-6 -> МКА-5; 

МКА-4 -> МКА-6 -> МКА-1 -> МКА-5; 

МКА-4 -> МКА-6 -> МКА-3 -> МКА-2 -> МКА-5; 

МКА-4 -> МКА-6 -> МКА-5; 

МКА-4 -> МКА-6 -> МКА-1 -> МКА-2 -> МКА-5. 

Попутно по карте сети МКА-4 вы-

числяет оценки маршрутов, что выбрать 

минимальный маршрут и значения вре-

менных задержек отдельных частей 

маршрута (при необходимости): 

0,011 + 0,022 = 0,033; 

0,015 + 0,025 + 0,022 = 0,062; 

0,015 + 0,015 + 0,02 = 0,032; 

0,013 + 0,02 = 0,033; 

0,013 + 0,01 + 0,022 = 0,045; 

0,015 + 0,015 + 0,01 + 0,022 = 0,062; 

0,011 + 0,011 + 0,02 = 0,042; 

0,015 + 0,025 + 0,011 + 0,02 = 0,071; 

0,011 + 0,025 + 0,015 + 0,02 = 0,071; 

0,014 + 0,015 = 0,029; 

0,014 + 0,025 + 0,02 = 0,059; 

0,014 + 0,019 + 0,025 + 0,022 = 0,08; 

0,014 + 0,015 = 0,029; 

0,014 + 0,025 + 0,01 + 0,022 = 0,071. 
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Пусть МКА-2 перестал отвечать на 

запросы при актуализации сети. Тогда в 

отношении МКА-2 проводится децен-

трализованная реконфигурация сети и 

обновление списка маршрутов другими 

аппаратами. Маршруты, содержащие 

выбывший из карты сети аппарат – 

МКА-2, исключаются из списка марш-

рутов. Тем не менее наличие общих 

участков маршрутов по-прежнему обес-

печивает связность сети и возможность 

передачи сообщений между МКА-4 и 

остальными аппаратами сети. 

Децентрализованная реконфигура-

ция основана на автономном пересчете 

экземпляров карты сети, что определяет 

линейные временные затраты. При од-

новременном отказе нескольких аппара-

тов в сети процедура согласования эк-

земпляров карты сети исключает пол-

ный перебор строк в матрице, так как 

учитывается резервирование участков 

маршрутов сети. По аналоги с вычисли-

тельными системами частичная дешиф-

рация адреса обеспечивает быстрый до-

ступ к блоку памяти и последующий пе-

реход к обработке [22]. 

Централизованный метод управле-

ния сетью имеет квадратичные затраты, 

поскольку осуществляется последова-

тельный перебор всех аппаратов в сети и 

для каждого аппарата, – все строки 

карты сети равноправны. Как следствие, 

метод централизованной реконфигура-

ция имеет избыточную временную 

сложность и дополнительные затраты на 

полный перебор всех строк матрицы. 

Анализ методов управления группи-

ровкой МКА показал, что наиболее 

эффективным является метод децентра-

лизованного управления, позволяющий 

автономно принимать решения на ос-

нове распределенной информационной 

структуры – карты сети, что обеспечи-

вает возможность прогнозирования бу-

дущих состояний на основе анализа и 

обработки текущих и ретроспективных 

данных [23]. 

Выводы 

Разработанный метод реконфигура-

ции имеет двухуровневую организацию, 

что позволяет повысить живучесть сети 

взаимодействующих МКА за счет упре-

ждающего перераспределения связей 

между аппаратами в процессе служеб-

ных сеансов реконфигурации, а также 

поддерживать необходимое количество 

аппаратов в сети.  

В качестве базовых операций в сети 

МКА определены операции: инициали-

зация сети МКА, пополнение и актуали-

зации сети МКА на основе приемо-пере-

дающих процессов между парами аппа-

ратов. Реализация динамически поддер-

живаемых соединений и прогнозных 

оценок позволяет вести реконфигура-

цию сети спутников при динамическом 

изменении ее состава.  

Децентрализованное управление се-

тью с использованием распределённой 

карты сети имеет линейные оценки вре-

менных затрат на реконфигурацию или 

актуализацию сети, тогда как централи-

зованный подход, использующий неде-

лимый информационный ресурс для 

учета всех перебираемых пар аппаратов, 

имеет квадратичную оценку. 
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